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**Введение**

В современном мире нейронные сети используются повсеместно: при распознавании речи, жестов, поиске объектов на изображении, прогнозировании временных рядов, медицинской и технической диагностике, в биоинформатике, для высокочастотной торговли, обнаружения фрода, кредитного скоринга и во многих других сферах.

За последние 10 лет нейронные сети стали стандартным решением различных задач компьютерного зрения. Победа сверточной нейронной сети AlexNet на соревновании по распознаванию изображений ImageNet Large-Scale Visual Recognition Challenge в 2012 году с качеством более 63% и большим преимуществом над конкурентами вызвала в научном сообществе огромный интерес к исследованию сверточных нейронных сетей.

Дальнейший прогресс в этой области привел к тому, что по состоянию на конец 2022 года качество классификации на валидационной выборке набора данных ImageNet [повысилось до 91%](https://paperswithcode.com/sota/image-classification-on-imagenet). Также были достигнуты успехи в других задачах компьютерного зрения: детекции объектов, семантической сегментации, распознавании лиц, обработке видео и т.д. Это дало повод многим исследователям в данной области утверждать, что нейронные сети вышли на человеческий уровень решения задач компьютерного зрения, или даже превзошли человека.

К сожалению, многие модели машинного обучения чувствительны к некорректным входным данным. К примеру, метод опорных векторов очень чувствителен к шуму. При недостаточно большом размере набора данных для обучения деревья решений часто имеют области признакового пространства, в котором объекты могут неправильно классифицироваться. А глубокая сверточная нейронная сеть может быть обманута специальными изображениями. Такие изображения создаются атакующими сетями.

На некоторые модели машинного обучения намеренно производятся атаки. Они могут быть использованы для защиты от автоматического ввода капчи, сокрытия от распознавания лиц, обхода антиспам-систем или для некорректного распознавания дорожных знаков беспилотными автомобилями. Именно такие методы, направленные на введение в заблуждение моделей машинного обучения, и называются состязательными атаками. Для защиты от подобных атак необходимо использовать специальные модификации моделей машинного обучения.

1. **Описание проблемы**

Уже в 2013 году в статье ["Intriguing properties of neural networks"](https://arxiv.org/abs/1312.6199) было открыто существование состязательных примеров (adversarial examples). Авторы статьи показали, что добавление к обычным изображениям незначительного и незаметного для человека состязательного шума может привести к тому, что полученное состязательное изображение будет неверно классифицировано нейронной сетью с большой уверенностью в неправильном классе. Такая уязвимость нейронных сетей может стать критической для многих систем, которые основаны на распознавании изображений. С тех пор область состязательных атак стала активно развиваться. Множество различных атак было придумано для различных задач компьютерного зрения в разных моделях угроз (при разных знаний злоумышленника об атакуемой модели, при атаках в цифровом и реальном мире). Та же ситуация и с другими задачами, где используются нейронные сети: обработка естественного языка, распознавание речи, рекомендательные системы, задачи с временными рядами, задачи с графами и тд. Соответственно, для противодействия этим атакам стали предлагаться различные методы защиты моделей машинного обучения.

На данный момент, вышло более 6 тысяч статей (["A Complete List of All (arXiv) Adversarial Example Papers"](https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers.html)), посвященных атакам, защитам и вопросам робастности нейронных сетей, решающих задачи для разных типов данных. Текущее состояние этой области машинного обучения таково, что нейронные сети по-прежнему уязвимы для множества атак и методов защиты от них не существует. Модели, обученные традиционными способами, могут показывать высокие метрики на валидационных или тестовых выборках известных наборов данных, однако при применении к этим же изображениям состязательных атак, то есть наложении небольшого шума, качество классификации этих моделей снижается до 0%. Различные методы позволяют повысить качество классификации при атаках. Однако получаемое после проведения атак качество классификации значительно меньше, чем качество классификации изображений из тестовых выборок.

Таким образом, задача создания моделей машинного обучения, которые были бы устойчивыми к различным атакам и возмущениям остается нерешенной. Несмотря на это, многие модели машинного обучения внедряются в промышленную эксплуатацию, в том числе в критически важные приложения, использующиеся в авионике, автономном вождении, биометрии (в том числе в системах безопасности, банковской сфере) и других важнейших сферах. Поэтому необходимо понимание угроз, которым подвержены подобные приложения, в том числе с точки зрения уязвимости моделей машинного обучения.

Последствиями пренебрежения к вопросам безопасности могут стать следующие явления: в цифровом мире злоумышленники могут попытаться с помощью атаки обойти фильтры нежелательного контента и загрузить на сайт или в социальную сеть запрещенную информацию. Также злоумышленник может попытаться обмануть различные поисковые системы, индексирующие изображения, связав, например, продукцию какой-либо компании с каким-то неприятным для людей понятием и тем самым нанеся компании репутационные издержки.

В физическом мире (часть атак созданы именно для этого) злоумышленник может попытаться дезориентировать систему автономного вождения, заставив его неверно классифицировать дорожный знак или не заметить существующий объект. Также злоумышленник может попытаться пройти незамеченным мимо системы автоматического видеонаблюдения или попытаться выдать себя за другую личность при биометрии и, тем самым, получить несанкционированный доступ к чему-либо.

1. **Наборы данных.**

Состязательные изображения генерируются при наличии доступа к наборам данных изображений, на которых обучали компьютерные модели.  Наиболее популярные наборы данных (и многие обученные модели) без труда можно скачать без каких-либо проблем.

Например, Голиаф среди наборов данных компьютерного зрения, ImageNet, доступен на торрентах во всех его многочисленных итерациях, без его обычных ограничений, позволяя создавать наборы тестов.

Имея данные, ничего не мешает выполнить «реверсинжиниринг» любого популярного набора данных вроде Cityscapes или CIFAR. Есть и другие датасеты, которые можно использовать. Наиболее популярными наборами данных изображений в компьютерном зрении являются:

1. CIFAR-10 и CIFAR-100;
2. CALTECH-101 и 256;
3. MNIST;
4. ImageNet;
5. Pascal VOC;
6. MS COCO;
7. Sports-1M;
8. YouTube-8M.

Атаки на состязательные изображения становятся возможными не только благодаря практике машинного обучения с использованием opensource подхода, но и благодаря корпоративной культуре разработки. Повторное использование хорошо зарекомендовавших себя наборов данных компьютерного зрения — вполне обычная практика, ведь реализовать их намного дешевле, чем создавать заново, они хорошо поддерживаются и обновляются.

Вот и получается, что нехватка новых наборов данных, высокая стоимость разработки наборов изображений, зависимость от старых «фаворитов» и тенденция просто адаптировать старые наборы данных — все это усугубляет проблему.

1. **Существующие типы и методы атак**
   1. **Классификация атаки по типу цели**
      1. **Атаки на изображения**

Целью состязательных атак на изображения является создание нового изображения путем небольшого изменения исходного. Изменение происходит таким образом, чтобы максимизировать функционал ошибки модели машинного обучения. Созданное изображение называется атакованным.

Например, атакующая модель может минимизировать такой функционал:

![E:\DS\HM\Diplom\text\aa.jpg](data:image/jpeg;base64,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)

где *E( )* обозначает ошибку атакуемой модели, *x* – исходное изображение размера *K×M*, *ẋ*– соответствующее ему атакованное изображение, *X* – множество изображений, на которые производится атака, *f( )* – атакуемая модель, *α* – параметр, отвечающий за приоритетность малости *l2* нормы между атакованным и исходным изображениями.

Атаки на изображения являются одними из самых распространенных. Наиболее известным видом применения является защита от автоматического ввода капчи.

* + 1. **Атаки на временные ряды**

Целью атак на временные ряды является изменение наименьшего количества объектов в любом из промежутков времени заданной длины, максимизируя при этом ошибку модели. К этому типу атак также относятся те, которые увеличивают ошибку атакуемой модели, минимизируя суммарные изменения признаков объектов за определенный промежуток времени. Такие атаки используются в высокочастотной торговле и алгоритмическом трейдинге.

* + 1. **Атаки на агента в задачах обучения подкреплением**

Как правило, под атаками на агента подразумеваются атаки при которых в среду взаимодействия добавляется атакующий агент. Такой агент пытается уменьшить награду атакуемого агента.

* + 1. **Атаки на аудио**

Атаки на аудио в данный момент представлены, в основном, в виде атак на распознавание речи. Одним из простейших примеров является атака на VAD (Voice Activity Detector) – детектор речи в аудиопотоке. Обычно такой компонент присутствует в моделях распознавания речи. Атаки на распознавание речи распространены в голосовой капче.

* + 1. **Атаки на обработку естественного языка**

Среди атак на обработку естественного языка можно выделить следующие:

* атаки на машинный перевод;
* атаки на частеречную разметку;
* атаки на классификацию текстов;
* атаки на анализ тональности текста.
  1. **Классификация по типу применения**

Под атакой на систему машинного обучения в общем виде понимается некоторое преднамеренное вмешательство злоумышленника в процесс ее обучения или инференса. Целью такого вмешательства может являться воспрепятствование ее правильной работе, работа системы таким образом, который желает злоумышленник, кража информации про модель или приватных данных, на которых модель обучалась. Соответственно, обычно выделяют 4 типа атак:

* + 1. **Состязательные атаки (**evasion**)**

Воздействие лишь на вход уже обученной модели. Целью является неверная работа уже готовой продукта со встроенной в него моделью.

* + 1. **Атаки отравлением** (poisoning)

Изменение данных (загрязнение, зашумление данных, порча меток), на которых затем будет обучаться модель. Целью обычно является неверная работа модели.

* + 1. **Атаки извлечением**

Создание своей локальной копии некоторой модели по работе изучаемой закрытой модели.

* + 1. **Атаки инверсией**

Восстановление данных, на которых модель обучалась.

### С другой стороны можно провести ввести классификацию атак по различным свойствам результата атаки. Среди них можно выделить 4 аспекта: цель злоумышленника, универсальности атаки, норме вносимого возмущения, оптимальность/ограниченность вносимого возмущения.

### Классификация по цели злоумышленника:

* Нецелевая атака;
* Целевая атака.

### Классификация по универсальности атаки:

* Атака отдельного изображения;
* Универсальная атака для выборки.

### Классификация по норме возмущения:

Когда речь идет о наложении состязательных возмущениях, то чаще всего они предполагаются небольшими и задача атаки формулируется в рамках одной из норм. Пространство изображений одного и того же размера, представленные как вектора [0,1]*m*, можно рассматривать как линейное нормированное пространство с нормой *lp*.

Выбрав перед атакой одну из норм *lp*, злоумышленник затем или ставит задачу поиска состязательного возмущения , ограниченного по норме *lp* сверху каким-то заранее выбранным небольшим значением ϵ, или ставит задачу оптимизации с целью поиска минимального по норме *lp* состязательного возмущения .

### Классификация по оптимальности:

* Минимальное возмущение. Атака проводится с целью найти минимальное по какой-то норме *lp* состязательное возмущение, то есть задача формулируется как  при различных граничных условиях.
* Ограниченное возмущение. В такой постановке задачи достаточно найти любое состязательное возмущение, такое что .
  1. **Классификация по знаниям злоумышленника, методы генерации вредоносных искажений.**
     1. **Атаки в режиме белого ящика (white-box attacks).**

В этой модели угроз известна значительная информация о внутреннем устройстве модели. Чаще всего предполагается знание архитектуры модели и значения всех ее параметров. Это самая сильная модель угроз и она вполне может встречаться в реальной жизни, например в работе ["Mind your weight (s): A large-scale study on insufficient machine learning model protection in mobile apps "](https://www.usenix.org/conference/usenixsecurity21/presentation/sun-zhichuang) авторы, не прикладывая значительных усилий, полностью извлекают модели машинного обучения из приложений на мобильных устройствах с операционной системой Android.

К методам атаки типа «белый ящик» относят:

* **FGSM** – наиболее известный тип атаки. Его суть заключается в том, чтобы сделать небольшой шаг в сторону знака градиента ошибки атакуемой модели, так, чтобы норма разности исходного и атакуемого изображений была ниже определенного порога ϵ.

Атака вычисляет градиент:

*,*

а далее ищет минимальное значение (шаг) ϵ так, что

- состязательный пример.

FGSM заключается в добавлении шума, направление которого совпадает с градиентом функции стоимости по отношению к данным. Шум масштабируется по параметру ϵ. В этой формуле имеет значения не величина градиента, а его направление.

Это похоже на градиентный спуск, который предназначен для обновления весов модели, чтобы минимизировать функцию стоимости путем получения градиента по отношению к весу.

* **L-BFGS** – первая проведенная атака на сверточные нейронные сети. Эта атака минимизирует квадрат расстояния между исходным изображением и атакованным одновременно с минимизацией ошибки атакуемой модели до класса *t*. Оптимизируемый функционал выглядит так:

*,*

где коэффициент *с* подбирается таким образом, чтобы сеть продолжала классифицировать объект *x′* как класс *t*. Коэффициент *с* подбирается оптимизатором второго порядка L-BFGS, откуда и произошло название метода.

* **PGD** – это итеративный метод поиска атакованного изображения в ϵ -шаре от исходного изображения *x*. Метод осуществляет проекцию найденного на очередной итерации атакованного изображения в сторону максимизации ошибки, откуда он и получил свое название (projected gradient descent).
* **C&W** – Атака Карлини и Вагнера появилась как решение против защиты от состязательных атак типа FGSM и L-BFGS. Вместо минимизации функционала, предложенного в методе L-BFGS, предлагается использовать минимизацию зазора вероятностей всех классов с целевым. Проведение подобной оптимизации позволяет найти устойчивые к защите от состязательных атак изображения.
* **DeepFool Attack** На каждой итерации DeepFool вычисляет для каждого класса *ℓ≠ℓ0* минимальное расстояние *d(ℓ,ℓ0),* необходимое для достижения границы класса, путем аппроксимации классификатора модели линейным классификатором. Затем он делает соответствующий шаг в направлении класса с наименьшим расстоянием.
* **Universal атаку** – нахождение общего для большинства изображе-

ний набора данных возмущения *δ* с *p*-нормой ограниченной *ϵ*.

* **Атаку искривления пространства** – небольшая трансформация ло-

кальных областей изображения.

И другие типы атак.

* + 1. **Атаки в режиме черного ящика (black-box attacks).**

В таких атаках не предполагается детального знания об архитектуре и параметрах модели. Однако предполагается взаимодействие с моделью и возможность наблюдать ее выход в зависимости от посылаемого ей входа. Такие атаки можно дополнительно разделить на следующие подкатегории:

* Атаки на основе выходного распределения модели - имеются в виду предсказанные моделью вероятности или логиты (входы на softmax-слой). Во многих случаях суть данных атак сводится к численной оценке градиента (его прямое вычисление невозможно при отсутствии доступа к параметрам модели), в других - используются неградиентные методы оптимизации, например генетические алгоритмы или случайный поиск.
* Атаки на основе решения модели - предполагается наличие доступа только к предсказанному моделью классу объекта.
* Атаки на основе переносимости - в самой первой статье по состязательным атакам “[Intriguing properties of neural networks](https://arxiv.org/abs/1312.6199)” было открыто, что состязательные примеры могут быть успешно перенесены с одной модели на другую, обученную на том же датасете. В этой модели угроз предполагается наличие доступа или к полному датасету, на котором обучалась целевая модель, или к его части для создания модели-суррогата, для которой и будут синтезироваться состязательные примеры (например, одним из методов белого ящика), а затем эти изображения будут использоваться для атаки на исхожную модель. В некоторых подходах помимо датасета требуется также доступ к выходному распределению модели.

К методам атаки типа «черный ящик» относят:

* **Аддитивная равномерная шумовая атака** – Эта атака проверяет надежность модели на добавление равномерного шума. Внутренний поиск выполняется для нахождения минимальных посторонних возмущений.
* **Аддитивная шумовая атака по Гауссу** – Эта атака проверяет надежность модели на добавление нормального шума. Внутренний поиск выполняется для нахождения минимальных посторонних возмущений.
* **Шумовая атака Salt And Pepper** – Эта атака проверяет надежность модели на добавление специального шума (соли – белые пиксели и перца – черные пиксели). Внутренний поиск выполняется для нахождения минимальных посторонних возмущений.
* **Атака уменьшения контрастности** – Эта атака проверяет устойчивость модели к снижению контрастности. Внутренний поиск выполняется для нахождения минимальных посторонних возмущений.
* **Внутренний поиск** может выполняться следующим образом: 1) строится дискретная сетка параметров, значения считаются по сетке и выбирается наихудшее 2) случайно выбираются *k* значений параметра. Из результатов выбирается худший.
* **Размытие по Гауссу** – проверка устойчивости к размытию по Гауссу.
* **Однопиксельная атака** – устойчивость к изменению отдельных пикселей, устанавливая для одного пикселя черный или белый цвет.
* **Атака на локальный поиск** – измеряет чувствительность модели к отдельным пикселям, применяя экстремальные возмущения и наблюдая влияние на вероятность правильного класса, так ищутся наиболее чувствительные пиксели, и делается состязательное изображение.

1. **Существующие методы защиты от состязательных атак.**

Наличие состязательных примеров и возможность их синтезировать в режиме черного ящика на основании выходного распределения модели или только лишь используя предсказанный моделью класс, их переносимость с одной модели на другую, а также методы генерации робастных состязательных примеров для физического мира вызвали серьезные вопросы, связанные с безопасностью внедрения моделей компьютерного зрения в реальные системы.

Вместе с развитием техник атак на модели машинного обучения параллельно широко развивалась область защит от состязательных примеров. Однако задача защиты модели от состязательных примеров довольно плохо формализуется.

На данный момент, все методы можно разделить на эмпирические и сертификационные. Эмпирические защиты от состязательных атак можно разделить на 3 категории:

* **Робастная оптимизация**. Методы из этой категории нацелены на повышение эффективности процедуры обучения моделей. Эту категории можно дополнительно разделить на 3 подкатегории:
  + **Состязательное обучение**. Так как существующие наборы данных не покрывают полностью распределения, на которых классификаторы работают в реальной жизни, а также не включают в себя состязательные примеры, то некоторые техники предлагают синтезировать состязательные примеры прямо во время обучения и подмешивать их к обучающей выборке. Данные методы являются чисто эмпирическими и не предоставляют никаких теоретических гарантий.
  + **Регуляризация**. Эти методы применяют различные техники регуляризации для уменьшения влияния небольших входных возмущений на выход модели.
  + **Байесовские подходы**.
* **Усложнение синтеза состязательных примеров (сокрытие/запутывание градиента)**. Методы из данной категории нацелены на создание моделей, градиенты которых не получится использовать для оптимизации, что помешает выбрать правильное направление для оптимизации. Однако данное методы имеют лишь ограниченную применимость, так как многие атаки (особенно в режиме черного ящика) не используют градиенты.
* **Детектирование состязательных примеров**. Обучение дополнительных моделей или применение методов из статистики для отделения состязательных примеров от обычных сэмплов.

1. **Эксперименты.**

Для проведения экспериментов были выбраны открытые наборы данных MNIST и CIFAR10. Тестирование производилось на ResNet-18, сверточная нейронная сеть, [SqueezeNet](https://arxiv.org/abs/1602.07360). Использовались библиотеки, позволяющие работать с Adversarial примерами Foolbox и ART-IBM, для них использован датасет ImageNet. Атаки, исследованные во время эксперимента:

• FSGM;

• One pixel attack;

• PGD;

• Deep Fool;

• C&W;

• Basic Iterative Attack;

• Additive Uniform Noise Attack.

Таблица 1. Полученная точность предсказания верного класса для разных атак в зависимости от изменения , при *l* ∞, в процентах.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Attack \ | 0.0 | 0.0005 | 0.001 | 0.002 | 0.003 | 0.005 | 0.01 | 0.1 | 0.5 | 1 |
| FGSM | 94 | 81 | 44 | 25 | 6 | 0 | 0 | 0 | 0 | 0 |
| PGD | 94 | 81 | 38 | 6 | 0 | 0 | 0 | 0 | 0 | 0 |
| Basic Iterative | 94 | 69 | 38 | 6 | 0 | 0 | 0 | 0 | 0 | 0 |
| Additive Uniform Noise | 94 | 94 | 94 | 94 | 94 | 94 | 94 | 81 | 12 | 0 |
| DeepFool | 94 | 75 | 31 | 6 | 0 | 0 | 0 | 0 | 0 | 0 |

Был воспроизведен один из методов защиты от атаки – повторное обучение модели после добавления атакованных изображений в обучающую выборку. Точность такого подхода составила порядка 93%.

Минусом такого подхода, очевидно, является изменение исходной модели, что приводит к снижению ее точности. Также это заставляет модель подстраиваться к атакам именно того типа, который использовался при обучении, но может не защитить от атак другим методом. Кроме того, в некоторых реальных задачах, например, в детекции злокачественных опухолей на медицинских снимках, обучение модели – это очень долгий и дорогой процесс из-за объемов данных.

1. **Заключение.**

Хотя за последние несколько лет мы наблюдаем впечатляющий прогресс в машинном обучении, мы должны осознавать ограничения, которыми все еще обладают наши инструменты. Надежность является одной из ключевых проблем. Человеческое восприятие и когнитивные способности устойчивы к широкому спектру неприятных возмущений в реальном мире. Однако состязательные примеры показывают, что глубокие нейронные сети в настоящее время далеки от достижения того же уровня надежности.

С одной стороны, современные модели теперь достигают человеческого уровня точности в сложных задачах, таких как классификация Imagenet. С другой стороны, состязательные атаки показывают, что хорошая точность при выполнении конкретных задач не означает, что мы создали классификаторы изображений, которые так же надежны, как люди. Эта проблема также встречается и в других областях, таких как распознавание речи, где акценты или шумная среда все еще являются значительными препятствиями для глубоких сетей.

Подводя итог, можно сделать вывод, что состязательные примеры актуальны не только для проверки безопасности машинного обучения, а также представляют собой диагностическую основу для оценки обученных моделей. В отличие от стандартных процедур оценки, состязательный подход выходит за рамки статического набора тестов и позволяет нам выявить потенциально неочевидные недостатки. До тех пор, пока наши классификаторы подвержены небольшим изменениям, достижение гарантии надежности будет невозможно. В конце концов, цель состоит в том, чтобы создать модели, которые не только безопасны, но и согласуются с нашей интуицией о том, что значит “изучить” задачу, чтобы они были надежными, безопасными и простыми в развертывании в различных средах.
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